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Summary 

This script presents the Release A GUI’s used to 

• view past system events,

• configure performance thresholds and notifications,

• detect thresholds events.

Context

• View an application’s event  history, noting behavior during times of 
application degradation

• Configure thresholds for an appropriate performance metric

• Configure automated event notifications

• Receive performance threshold violation notifications
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Process Flow

Monitor status
of DAAC
operations

Create a notification
event based on new
criteria.

Analyze event history
looking for evidence
of application
degradation.

Operations Staff receives
automatic notification of
application degradation.  
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Preconditions

• Calls are coming in from users complaining about the lack of 
responsiveness of Browse Request.

• Resource Manager has logged onto a DAAC desktop.
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Steps

Time
(mins)

Step
 #

Activity GUIPlayer

<11 RM enters the Management 
Framework GUI.

Invokes the Hewlett 
Packard OpenView 
Windows GUI.

Resource
Manager
(RM)

<12 RM view the overall LaRC DAAC 
status.

RM

<13 RM views the status of the Data 
Server subsystem.

RM

The initial submap 
displayed indicates the 
Network and Services 
statuses by means of the 
icon color.

By opening the Services 
icon, the related submap 
is displayed, with the 
icons representing each 
subsystem (including 
Data Server).
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<14 RM views the status of the 
Gateway Application.

RM By opening the Data 
Server icon, it’s submap 
is displayed with the 
icons representing each 
application (including 
Gateway).

Time
(mins)

Step
 #

Activity GUIPlayer

<15 RM needs to determine the host on 
which the Gateway application is 
running.

RM By opening Gateway’s
submap, the host icon for 
“casper” is seen.

--6 RM decides to gain a sense of the 
“typical” behavior of the various 
performance metrics available for 
the Gateway application on this 
host.   The Management Database 
contains this information. 

RM Discussion in the use of 
the Management 
Database system is 
covered in another 
session of this GUI 
Workshop.
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<17 It appears that during the slow-
times, Gateway is starved for CPU 
time; it’s CPU Usage performance 
metric typically has values below 
10%.

RM --

Time
(mins)

Step
 #

Activity GUIPlayer

<19 RM opens the event for the 
Gateway application’s host, 
casper.

RM Select casper’s log file via 
the File/Open menu.

<110 RM decides to sort today’s log to 
make better sense of the events.

RM This is done via the Sort/
Custom-Sort  menu, 
permitting multiple sort 
keys with forward/reverse
configurability.

<18 RM wishes to peruse today’s event 
history to see if the Gateway’s CPU 
Usage tracks this theory.

RM Invokes the ECS Log 
Browser from the 
desktop.
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<111 RM displays only the “interesting”
events.

RM This is done via the 
Select/Custom-Select  
menu, permitting filtering 
based on the values of 
multiple event fields.

Time
(mins)

Step
 #

Activity GUIPlayer

<113 RM continues by looking at the 
detail of the CPU Usage 
performance metric.

RM Selects and opens the 
CPU Usage metric.

<114 Sure enough.  The Gateway 
application only received of 9%
of the CPU resources.

RM --

<112 RM wishes to look at the details of 
an event occuring about 2:00pm, 
the time user complaints started. 

RM Selects and opens the 
event with a timestamp of 
14:01.
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<115 RM decides to change the 
performance event configuration.

RM From the OpenView GUI, 
select the Gateway 
application icon pull 
down the Administer/
Application-Control/Perf-
Metrics menu.

Time
(mins)

Step
 #

Activity GUIPlayer

<116 RM sets the Minimum Threshold at 
10% so that he is notified (via a 
popup window and email).

RM In the Metrics sub-
window, select the CPU 
Usage metric and then 
“Edit”.  Fill in the 
Minimum Threshold and 
Rearm values.  Toggle the 
email button and enter 
email addresses.  Select
“Save and Close” for both 
windows.
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The 
next 
day

17 The CPU Usage for Gateway drops 
below 10% and RM is notified.

RM Popup window is 
displayed on the 
OpenView GUI and email 
is sent.
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Time CPU Utilization

8:00 1
8:15 9
8:30 15
8:46 26
9:02 27
9:15 26
9:30 32
9:45 28

10:01 31
10:16 28
10:31 31
10:45 29
11:01 27
11:16 22
11:31 26
11:46 21
12:01 22
12:16 16
12:32 17
12:46 13
13:02 17
13:16 12
13:30 10
13:45 7
14:01 9
14:15 5
14:31 6
14:45 3
15:01 4
15:16 5
15:30 3
15:47 2
16:01 3
16:16 1
16:30 0
16:47 0
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